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and dataset-auditing work to produce a coherent
account of ethically bounded architectures for
autonomous driving systems. The central argument is
that a purely philosophical framing (e.g., sacrificial
dilemmas) is insufficient for designing viable
autonomous driving ethics; instead, ethically bounded
Al must integrate formal ethical constraints, decision-
theoretic planning, robust perception, human-centered
accountability mechanisms, dataset auditing, and
meaningful human control. We propose a layered
framework that links (1) low-level safety and collision
mitigation algorithms, (2) intermediate decision-
theoretic planning incorporating probabilistic risk
assessment and distributive ethical constraints, and (3)
high-level governance mechanisms for transparency,
auditing, and legal alighnment. We analyze normative
trade-offs between utilitarian, deontological, and
contractualist approaches and show how these
philosophical families map onto technical choices in
architecture, datasets, and evaluation. The paper also

explores responsibility attribution, the role of simulated
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and real-world datasets in shaping moral behavior, and
the procedural mechanisms needed to operationalize
“meaningful human control.” Finally, we identify
research priorities and policy recommendations to move
debates

implementable, justifiable systems that can be audited

from rhetorical  trolley-problem to
and regulated. The conclusions emphasize layered
dataset

quality assurance, and a move away from binary

safeguards, multidisciplinary governance,

sacrificial  framing  toward continuous  harm-

minimization under uncertainty. (max 400 words)

Keywords: Autonomous vehicles, ethics, trolley
problem, decision-theoretic planning, dataset auditing,

meaningful human control
Introduction

The advent of autonomous vehicles (AVs) has
resuscitated classic moral thought experiments for a
new technological era. The trolley problem—choosing
between actions that sacrifice one life to save several—
has become shorthand for the ethical quandaries
engineers, ethicists, and policymakers confront when
programming machines that may have to make life-and-
death choices in fractions of a second (Zhao & Li, 2020;
Wu, 2020). This focus on sacrificial dilemmas has
generated intense public interest and academic debate,
but it has also produced misconceptions about the
nature of ethical decision-making in real-world AV
systems. What appears as a neat, binary ethical problem
in philosophy turns out to be a multi-dimensional design
and governance challenge when confronted with noisy
sensors, uncertain predictions, distributed liability, and
societal expectations (Sven & Smids, 2016; Wendell &

Colin, 2008).

Philosophical contributions—ranging from classical
formulations of the doctrine of double effect (Foot,
1967) to contemporary analyses of killing versus letting
die (Thomson, 1976)—provide indispensable conceptual
tools for clarifying moral distinctions (Philippa, 1967;
Judith, 1976). Yet, translating those distinctions into
algorithms raises practical questions about feasibility,
traceability, and societal legitimacy (Derek, 2017; Gray,
2012). Moreover, the technological substrate of AVs—
deep perception stacks, decision-making modules, and
control systems—is not neutral. Sensor limitations,
prediction uncertainty, and the data used to train
models all shape the set of feasible actions and
therefore the moral choice space (Zhang et al., 2018;
Kegiang, 2017). At the same time, concerns about
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transparency, accountability, and public trust
necessitate governance instruments such as dataset
audits, explainability efforts, and legal harmonization

(European Parliament, 2022; Williams et al., 2022).

This paper addresses the gap between philosophical
abstraction and engineering practice by offering a
structured, multidisciplinary approach to ethically
bounded decision-making in AVs. We document and
analyze how moral theories map onto algorithmic
planning, and control

choices; how perception,

constraints reshape ethical trade-offs; and what
governance mechanisms can ensure accountability. In
doing so, we argue for a layered ethical architecture in
which low-level safety mechanisms work in concert with
mid-level decision-theoretic planners and high-level
governance processes. This architecture is grounded in
the twin goals of continuous harm-minimization and
rather than in sensationalized

societal legitimacy

sacrificial scenarios.

The literature gap motivating this study is threefold.
First,
framing for AVs, fewer works systematically connect

while many papers critique trolley-problem

that critique to concrete architectural alternatives that
are implementable under realistic sensing and control
constraints (Sven & Smids, 2016; Zhao & Li, 2020).
Second, there is limited integration between technical
literatures on planning and control and philosophical
literatures on moral theories—a gap that obscures how
ethical choices translate into algorithmic constraints
(Basye et al., 1992; Dellermann et al., 2021). Third,
recent policy and auditing work has not been fully
synthesized with the ethical and technical literature to
create operational recommendations for dataset and
system governance (European Parliament, 2022; Rossi &
Mattei, 2019). This article aims to bridge these gaps with
a detailed theoretical elaboration and a prescriptive,
layered architecture that is sensitive to legal, social, and
technical realities.

Methodology
This paper uses an integrative, conceptual-
methodological approach. Rather than reporting

original empirical field data, the study synthesizes
philosophical argumentation, engineering literature on
perception and control, decision-theoretic planning
The
methodology consists of four interlocking components:

research, and policy-oriented analyses.

(1) conceptual mapping of moral theories to algorithmic
primitives; (2) technical analysis of perception-planning-
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control constraints and their ethical implications; (3)
evaluation of governance instruments including dataset
and (4)
construction of a layered ethical architecture and

auditing and accountability mechanisms;

hypothetical scenario analyses to illustrate operational
application.

Conceptual mapping begins with a systematic review of

canonical moral frameworks—utilitarianism,
doctrine-of-double-effect
the

primitives each framework emphasizes (e.g., outcome

deontology, virtue ethics,

reasoning—and  identifies decision-theoretic

maximization, rule-following, intention-focused
constraints). We then map these primitives onto
algorithmic constructs such as objective functions, hard
constraints, reward shaping, and rule-based overrides.
This mapping is informed by contemporary normative
modeling work which demonstrates how philosophical
stances can be represented in computational systems

(Derek, 2017; Hennig & Hutter, 2020).

The technical analysis reviews core elements of AV
stacks—sensor fusion, perception models, trajectory
prediction, planning algorithms, and control—and
identifies sources of uncertainty and failure modes
(Zhang et al., 2018; Kegiang, 2017; Basye et al., 1992).
We analyze how these technical constraints narrow the
feasible action set and thus limit the range of ethically
justifiable options. This analysis draws on literature from
decision-theoretic planning and hybrid human-Al
system design (Basye et al.,, 1992; Dellermann et al.,

2021).

Governance evaluation synthesizes recent policy and
auditing work to derive practical accountability
measures. We examine dataset auditing frameworks,
algorithmic transparency and explainability proposals,
and normative recommendations for meaningful human
control (European Parliament, 2022; Rossi & Mattei,
2019; Santoni De Sio et al., 2022). Each recommendation
is evaluated for feasibility and potential unintended

consequences.

Finally, in constructing a layered architecture, we

mapping,
technical analysis, and governance evaluation. We

combine insights from the conceptual
produce hypothetical scenario analyses—both sacrificial
trolley-like dilemmas and more prosaic collision
avoidance scenarios—to illustrate how the architecture
The
prioritizes coherence between normative justification

that

functions under uncertainty. methodology

and mechanical feasibility, arguing ethical
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correctness depends on both.
Results

This section presents the outcomes of the conceptual
mapping, technical analysis, and governance evaluation
and synthesizes them into the layered ethical
architecture. The results are descriptive and theoretical:
they identify constraints, propose mappings, and
principles be

operationalized without resorting to sensationalized

demonstrate how ethical can

sacrificial logic.
Mapping moral theories to algorithmic primitives

Utilitarianism and outcome-based objective functions.

Utilitarian ethics prioritizes aggregate outcomes,
suggesting that AV systems should minimize expected
aggregate harm. In algorithmic practice, this equates to
objective functions that weight outcomes (e.g., injury
severity and casualty counts) and optimize expected
value under uncertainty. Decision-theoretic planners
and stochastic control frameworks naturally instantiate
such objectives through expected-utility maximization
(Derek, 2017; Basye et al., 1992). However, strictly
utilitarian implementations face two key constraints: (1)
measurement and valuation problems in quantifying
harms and comparing across individuals; and (2) the
computational and informational limits of real-time
prediction under noisy perception (Zhang et al., 2018).
Hennig & Hutter (2020) further emphasize that human
moral judgments do not collapse neatly into utilitarian
calculus; models of human dilemma response require
nuanced parameters that can diverge from pure

consequence-maximizing rules.

Deontology and rule-based constraints. Deontological
ethics emphasizes duties and prohibitions that should
not be violated even for beneficial outcomes.
Algorithmically, this maps to hard constraints or rule-
based overrides—e.g., do-not-target-pedestrians, do-
not-intentionally-sacrifice-occupants—that the planner
is forbidden to violate regardless of expected outcomes
(Sven & Smids, 2016; Wendell & Colin, 2008).
Implementing  deontological  constraints  poses
challenges when constraints conflict (e.g.,, a rule
forbidding harm to one class but allowing unavoidable
harm to another), leading to specification dilemmas and
rigid hard

constraints can reduce adaptability in unpredictable

gridlock in optimization. Moreover,

situations, potentially increasing overall harm if rules are
infeasible in physical execution (Fossa, 2023).
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Doctrine of double effect and intention-sensitive
architectures. The doctrine of double effect separates
intended harms from side-effects; in AV terms, this
suggests architectures that distinguish between harm
caused as a side-effect of pursuing a legitimate goal
(e.g., braking to avoid a collision results in a secondary
harm) and harm that is an intended outcome (e.g.,
actively steering into a pedestrian to avoid hitting
several others). Translating this into systems design
requires traceable decision rationale and action-
selection processes that can be audited for intent-like
structures (Philippa, 1967; Judith, 1976). Implementing
such intent-sensitive features benefits from explainable
planning layers that record decision contexts and
counterfactual reasoning paths but is complicated by
the fact that machine "intention" is not the same as
human intention; the architecture must therefore
operationalize intention as an artifact of goal selection
satisfaction rather than

and constraint

phenomenological intention (Jianwu, 2018).

Hybrid approaches and ethically bounded Al. The most
practical path is a hybrid architecture combining
outcome-aware optimization with layered constraints
and traceable decision rationale (Rossi & Mattei, 2019;
Dellermann et al., 2021). This approach uses a primary
objective to minimize expected harm but enforces a set
of protected constraints (e.g., preserving occupant
safety as a priority, respecting traffic laws) and records
decision logs for ex post audits. The hybrid model
moral pluralism and to

recognizes attempts

operationalize multiple normative considerations

simultaneously.
Technical constraints shaping ethical choices

Perception uncertainty and limited situational
awareness. The AV's perception module (sensor fusion
and deep learning-based perception) is the source of the
agent’s knowledge and therefore directly shapes ethical
feasibility. Misclassifications, occlusions, and adversarial
vulnerabilities can produce incorrect world models,
thereby changing the set of feasible actions. Any ethical
architecture must therefore be robust to perceptual
error and conservative when uncertainty is high (Zhang
2018; Kegiang, 2017).

conservative policies under uncertainty may preclude

et al, The necessity of

certain sacrificial options that depend on precise, high-

confidence classifications.

Prediction uncertainty and stochasticity of agent
behavior. Trajectory prediction for other road users is
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probabilistic; planners must therefore work over
distributions of possible futures (Basye et al., 1992). This
utilitarian  calculations

requirement complicates

because expected harm depends on prediction
distributions that may be multimodal and heavy-tailed.
Hence, planners must employ risk-sensitive objectives
(e.g., conditional value-at-risk) and robust optimization
techniques to balance average-case and worst-case

considerations (Basye et al., 1992).

Control and feasibility constraints. Some theoretically
optimal actions may be physically infeasible due to
vehicle dynamics, road geometry, or environmental
conditions. The set of safe maneuvers is constrained by
braking distances, steering limits, and the presence of
obstacles, which implies that ethical reasoning must be
embedded within physically constrained planning
modules (Kegiang, 2017). This further distances real AV
behavior from philosophical thought experiments that
assume unconstrained, instantaneous action.

Governance and data quality implications

Dataset bias and representativeness. The data used to

train perception and planning modules strongly
influence the AV's behavioral tendencies. Systematic
biases in datasets (e.g., underrepresenting certain
pedestrian demographics or environmental conditions)
can skew performance and lead to differential safety
outcomes across populations (European Parliament,
2022). Auditing dataset quality and representativeness
is therefore an ethical imperative (Patil et al.,, 2025;

European Parliament, 2022).

Auditability and explainability. To operationalize moral
reasoning and to enable legal and societal oversight, AVs
must generate decision logs and explanations amenable
to audit (Rossi & Mattei, 2019; Williams et al., 2022).
Explainability in this context is not merely model
interpretability for researchers; it is a structured record
documenting why specific actions were chosen under
specific constraints and uncertainties. This record must
be standardized and protected for both transparency
and privacy concerns.

Meaningful human control and human-Al collaboration.
Given the limits of fully autonomous ethical reasoning,
the literature recommends mechanisms for meaningful
human  control—clear interfaces for  human
intervention, policy-level oversight, and design decisions
that preserve human agency in deployment contexts

(Santoni De Sio et al., 2022; Dellermann et al., 2021).
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the feasibility of real-time human

intervention in high-speed driving remains contested;

Nonetheless,

thus, human control must often be interpreted at
governance and design-time levels rather than as
instantaneous overrides.

Synthesis: A layered ethical architecture

Based on the foregoing, we propose a layered

architecture with three interacting strata:

1. Reactive Safety Layer (low-level): Real-time collision
mitigation, physical constraints, and failsafe control—
implemented as hard real-time controllers that enact
the most conservative, physically feasible maneuvers to
avoid imminent harm (Keqgiang, 2017). This layer
operates under high reliability and low latency and is
agnostic to complex normative trade-offs; its ethical role
is to minimize immediate harm consistent with vehicle
dynamics and sensor confidence.

2. Decision-Theoretic Planning Layer (mid-level): A
stochastic planner that optimizes over expected harm
subject to protected constraints. This layer integrates
prediction uncertainty, risk-sensitive objectives, and
rule-based  prohibitions reflecting deontological
legal

candidate action set for the reactive layer and records

commitments or constraints. It provides a
counterfactuals and rationale for auditing (Derek, 2017;

Basye et al., 1992).

3. Governance and Audit Layer (high-level): Policy rules,

dataset governance, model auditing, and human
oversight mechanisms. This layer sets the normative
boundaries (safety targets, fairness constraints,
transparency requirements), mandates dataset quality
standards, and ensures accountability and compliance
with legal frameworks (European Parliament, 2022;

Rossi & Mattei, 2019; Williams et al., 2022).

scenario We apply the

architecture to two illustrative scenarios. First, a classic

Hypothetical analyses.
trolley-like scenario where a vehicle faces an imminent
choice: swerve into one pedestrian to avoid hitting five.
In realistic sensor and control constraints, the Reactive
Safety Layer may preclude the lateral maneuver due to
insufficient steering authority; the Decision-Theoretic
Planner would therefore consider only feasible options
and prioritize braking and avoidance that minimize
expected harm across all agents, but would not be able
to execute a sacrificial intentional steering maneuver if
control constraints make it infeasible. The Governance
Layer would ensure that decisions are logged and
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evaluated against policy. Second, a complex urban
incident with occluded pedestrians and ambiguous
the
maneuvers, risk-sensitive planning, and possible early

predictions: architecture favors conservative
external communications (e.g., honking, V2X alerts) to

reduce reliance on sacrificial choices.
Discussion

The previous section’s synthesis yields several deep
implications for ethical theory, engineering practice, and
policy. We
governance-level consequences and critically examine

discuss normative, technical, and
limitations of the proposed layered architecture as well

as avenues for future work.

Normative implications: moving beyond sacrificialism.
The dominance of trolley-problem narratives in public
discourse has skewed attention toward edge-case
sacrificial dilemmas and away from quotidian but
ethically salient design choices such as dataset selection,
sensor placement, and conservative policy design (Zhao
& Li, 2020; Wu, 2020). Our analysis suggests that
ethically significant decisions often occur upstream of
last-moment collision trade-offs: in choosing what data
to collect, which populations to represent, how to
weight different types of harm in objective functions,
and in setting safety thresholds. Philosophically, this
points to a shift from judging single instances of
sacrificial choice to evaluating systemic decisions that
shape risk distributions across populations (Hennig &
Hitter, 2020; European Parliament, 2022).

Reconciling moral pluralism in system design. Moral
theorists disagree profoundly about foundational
principles—utilitarians emphasize aggregate welfare,
deontologists emphasize duties, and virtue ethicists
emphasize character and context. The hybrid layered
architecture accommodates pluralism by allowing
multiple normative considerations to manifest at
different levels: constraints or prohibitions at the
governance layer (reflecting deontological
commitments), expected-harm optimization at the
decision-theoretic layer (reflecting utilitarian aims), and
conservative control heuristics at the reactive layer
This

pluralistic architecture recognizes that no single ethical

(reflecting prudential or virtue-like caution).

approach suffices and that practical systems must
balance competing normative demands.

Technical trade-offs and the ethics of uncertainty. The
prominence of probabilistic perception and prediction
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systems in the AV stack forces ethical agents to reason
Ethical
uncertainty must therefore consider not only expected

under uncertainty. decision-making under
outcomes but also distributional risk and tail behavior.

For instance, choosing an action that minimizes
expected harm but increases the variance of outcomes
(including small but catastrophic tail events) may be
normatively problematic. Risk-sensitive optimization
frameworks (e.g., CVaR minimization) offer a technical
path to encode ethical concerns about tail risks but
require normative grounding to set acceptable risk
thresholds (Basye et al., 1992). Moreover, technical
mitigations such as uncertainty quantification,
conservative policies under low confidence, and active
information-gathering (evasive maneuvers that improve
visibility) can reduce reliance on ethically fraught trade-

offs.

The role of datasets and the politics of representation.
Data are not ethically neutral; dataset composition and
annotation schema embed value judgments about what
constitutes "typical" or "acceptable" behavior and which
scenarios receive attention. Auditing for demographic
and environmental representativeness becomes an
ethical imperative because underrepresentation leads
to unequal safety outcomes (European Parliament,
2022; Patil et al., 2025). Furthermore, the procedures for
labeling injury severity, vulnerability, and risk involve
normative choices—are certain occupational groups
weighted differently? How are children accounted for?
These choices must be transparent and subject to public
deliberation. A governance layer that mandates dataset
auditing and public reporting can make such choices
accountable.

Responsibility and legal alignment. Attributing moral
and legal responsibility in AV incidents is complex
because multiple stakeholders contribute: vehicle
manufacturers, software suppliers, dataset curators,
municipal authorities maintaining infrastructure, and
The

framework for attributing responsibilities by mapping

end-users. layered architecture provides a

decisions to layers: reactive controller failures suggest
engineering or maintenance lapses; failures in planning
specification problems;

may indicate design or

governance failures reflect systemic regulatory

shortcomings. Legal systems must evolve to handle
distributed liability models, possibly combining product
and

liability, strict liability for operating entities,

regulatory penalties for governance non-compliance
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(Wu, 2020). Clear standards for logging and
explainability are prerequisites for fair adjudication

(Rossi & Mattei, 2019; Williams et al., 2022).

Meaningful human control: definitional and practical
challenges. The literature advocates for meaningful
human control, but defining operational criteria is
nontrivial (Santoni De Sio et al., 2022). Real-time human
override is infeasible at highway speeds given human
reaction times; therefore, meaningful human control
must be interpreted across temporal and institutional
scales. Design-time control includes human-in-the-loop
validation of objectives and constraints; deployment-
time control includes remote oversight and fail-safe
protocols; and governance-time control includes public
accountability and standard-setting. The layered
architecture supports these varied modalities by
exposing design-time artifacts (objective functions,
protected constraints) for review and by producing

standardized logs for oversight.

Limitations of the architecture and open problems.
While the layered framework reconciles many practical
and normative demands, it has limitations. First, the
translation of normative constraints into executable
code requires quantification of inherently qualitative
judgments (e.g., how much weight to assign to different
injury severities), which may be contested and culturally
contingent. Second, while the architecture prescribes
logging for auditability, privacy concerns and data
protection regulations restrict the granularity and
retention of logs, creating tensions between
accountability and privacy. Third, the governance layer
presumes capable institutions with technical literacy
and enforcement power; in many jurisdictions, such
institutions do not yet exist. Finally, the architecture
relies on accurate uncertainty quantification in
perception and prediction modules—an area of active
research with unresolved challenges (Zhang et al.,

2018).

Future research directions. Several research programs
emerge from this analysis. Empirically, research should
quantify how dataset composition influences ethical
outcomes across diverse contexts and develop
standardized auditing protocols (European Parliament,
2022; Patil et al., 2025). Technically, work is needed on
methods that
guarantee safety properties under bounded uncertainty
(Basye et al., 1992; Kegiang, 2017).

participatory processes should be designed to derive

risk-sensitive planning and formal

Normatively,
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societally acceptable weightings and protected
constraints, ensuring democratic legitimacy. Finally,
interdisciplinary pilot projects integrating technical,
legal, and social-science expertise can test the layered
architecture

in controlled deployments, revealing

practical frictions and refinements.
Conclusion

The trolley problem has been a productive catalyst for
public engagement with machine ethics but is a poor
proxy for the real ethical work required to design,
deploy, and govern autonomous vehicles. This paper
advances an alternative: a layered ethically bounded
architecture that reconciles philosophical pluralism with
The
architecture recognizes that most ethically relevant

technical feasibility and governance needs.
decisions are not last-second sacrificial choices but
upstream choices about data, objectives, constraints,
and institutional design.

Concretely, we recommend the following actionable
steps. First, design AV stacks with a conservative
Reactive Safety Layer that minimizes immediate harm
under high sensory uncertainty. Second, implement a
Decision-Theoretic

Planning Layer that optimizes

expected harm subject to protected constraints
reflecting democratically justified prohibitions. Third,
institute robust Governance and Audit Layers that
require dataset quality assurance, standardized decision
logs, and transparent reporting. Fourth, create legally
and institutionally grounded models for distributed
responsibility that align with these technical mappings.
Finally, prioritize public deliberation and participatory
processes to determine the content of protected

constraints and acceptable risk thresholds.

By reframing the debate away from sensationalized

sacrificial scenarios and toward implementable,
auditable architectures that integrate moral reasoning
with engineering constraints, we can make meaningful
progress toward AV systems that are not only technically
competent but ethically legitimate. Such progress
requires interdisciplinary collaboration, regulatory
innovation, and a commitment to continuous auditing

and public engagement.
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