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Abstract: The aim of this study is to advance multi-label 
delivery delay predictions in supply chains using 
machine learning and deep learning models. The work 
used Decision Trees, Random Forests, CNN, and FNN on 
a real-life logistics dataset consisting of customers and 
products features. EDA and feature selection were 
examined and performed as a part of the data 
preprocessing process at the pre-processing step of the 
models. According to current model results, Random 
Forest model reached maximum accuracy of 66.5% 
along with Decision Trees and FNN. CNN, although, 
worked well in some instances was not up to par in some 
areas because it overfitted. The results also reveal how 
Random Forest is a particularly useful algorithm for 
predicting delivery delays accurately. The conclusion 
suggests enhancing the deep learning models 
performance and combining approaches. Further work 
should also incorporate other variables in order to 
improve the predictive capability in real-life 
requirements of supply chain environments including 
conditions and stocks. 

Keywords: Supply Chain 4.0, Machine Learning, Deep 
Learning, Risk Management. 

 

Introduction: Supply Chain 4.0 is fully embedded 
internet of thing, analytics, automation and data- driven 
decision making in order to manage the supply chain 
process. These core processes integration of DL and ML 
helps organizations process large amounts of real-time 
data for predictive insights, risk reduction and proactive 
response to disturbances [1]. These technologies aid in 
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identifying possible threats because, based on 
historical data fed into the systems, the algorithms get 
to adjust their projections continually as the new data 
stream in. As a result, companies can have full chain 
visibility, efficient resource managing and 
enhancement their capacity to respond to risks and 
volatilities [2]. 

The use of data analytics in the approaches is a 
revolutionary step from managing supply chain risks in 
a reactive-fashion to managing them in an 
anticipatory-fashion [3]. From this perspective, DL and 
ML enable organizations to improve their performance 
to a higher level, optimizing not only essential business 
processes but also providing the prospects for complex 
organizational growth in today’s environment when 
flexible response and fast decision-making becomes 
critical [4]. 

The increasing dynamism and sophistication of 
supplies means that the ability to predict delivery delay 
has become a huge problem as such delays may be 
influenced by spatial issues, type of products, or 
customers [5]. Most supply chain practitioners are 
usually tasked with predicting more than one form of 
delay at one time in a supply chain which makes it a 
multi-label prediction problem [6]. Such imprecise risk 
management leads to higher operational costs, 
resource consumption, and customer dissatisfaction 
that requires developing enhanced methods for 
managing delivery risks as efficiently as possible. 

The proposed study therefore seeks to design and 
apply complex ML and DL algorithms to increase the 
reliability of multi-label delivery delay prognosis in 
value chains and assist organizations in reducing risks 
and improving operational performance. The 
objectives of the research are: 

• To determine and categorize delivery delays 
factors in supply chains. 

• To perform machine learning and deep 

learning algorithms in order to compare the results of 
multi-label delivery delays prediction. 

• To test the efficacy of such models in real 
conditions for risk detection and operational decision 
makings. 

• To offer practical suggestions regarding the 
application of these models into the existing supply 
chain theories for improving supply chain adaptability 
and flexibility. 

Literature Review 

A. Understanding of the Fourth Industrial 
Revolution and Supply Chain 4.0 

 

Machine learning (ML) and neural networks (NN) have  

Industry 4.0 has brought outdated innovative 
technological changes that have affected the supply 
chain management of numerous industries. Supply 
Chain 4.0 which is the focal piece of Industry 4.0 
employs IoT, AI, ML, and DL to improve organizational 
supply chain effectiveness, real-time tracking, and 
flexibility [7]. In this literature review, the definition, 
development, the components and the significance of 
agility and risk management as fundamental to the 
current supply chain concepts are discussed. 

Supply Chain 4.0 is a deviation from the typical supply 
chains that exhibited limited integration and excessive 
complexity. These conventional models could not meet 
the demand for flexibility that is necessary for engaging 
with changing customer needs [8]. Supply Chain 4.0 can 
be originated from the early internet and the enterprise 
resource planning (ERP) system that coordinated the 
supply chain activities and information flows. This has 
however been propelled by IoT, AI, ML and data 
analytics that have shaped inter-connected physical and 
digital systems for real-time data generation and 
decisions [9]. 
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Figure 1: Supply Chain Enablers 

(Source: [14])

Several technologies are depicted in the diagram that 
support Supply Chain 4.0 such as; Sensors, Robotics 
and Automation, Big Data, Cloud services, 3DPrint and 
RFID which increases real time monitoring, demand 
forecasting and new type of production [14]. 

Supply Chain 4.0 depends on several important 
technologies, some of the ways that IoT will impact the 
supply chain include collecting and transmitting data 
about inventory, assets and production that occurs in 
real time from various points on the supply chain [10]. 
AI entail large datasets for pattern recognition, making 
decisions and predicting future situations hence, useful 
trade activities such as demand forecast and risk 
managing [11]. Automated decision-making can 
enhance organizational operation since ML, a subfield 
of AI, increases machines’ performance by training on 
data; its application includes quality control and 
prediction of equipment failures [12]. DL is a further 
development of the ML system that uses neural 
networks; this algorithm works better when solving 
such issues as image identification or detecting 
unusual activity. Robots’ technology and automated 
guided vehicles, lessen the labor cost and improve the 
productivity of the supply chain operation; and 
advanced analytics, particularly the prognostic and 
diagnostic ones, help in risk assessment and decision 
making for supply chain management [13]. 

B. Flexibility and risk are the major components 
of Supply Chain 4.0  

Agility on the other hand, is the supply chain’s capacity  

to rapidly respond to disruption or demand volatility 
and risk management centers around recognizing, 
evaluating, and managing risks [15]. These factors play 
specific and significant roles in Supply Chain 4.0, 
according to several researchers. In the paper [16] 
discussed agile supply chains can provide more 
response to disruptions and help organizations satisfy 
the customer demand in volatile contexts. Furthermore, 
the study [17] shows that the management strategies 
are useful for managing supply chain risks and 
increasing performance, thus stabilizing operations. 

As a result, it is correct to mention that Supply Chain 4.0 
outlines a new approach to manage supply chains. 
Incorporating smart technologies in an organization 
provides organization with a boost in efficiency gain, 
visibility and flexibility. However, for Supply Chain 4.0 to 
be fully operational to provide all the benefits that come 
with it, there is need for agility, plus wiser ways of 
performing risk management due to the dynamic 
nature. Looking to the future of Supply Chain 4.0, it can 
be expected that as the technologies get improved and 
developed, Supply Chain 4.0 will help to stimulate 
further productivity change in supply chain 
management. 

C. Problems Associate with Conventional Supply 
Chain Management 

Traditional supply chain management has a number of 
important challenges that prevent supply chain to 
function optimally and effectively, which is explained by 
low level of structure flexibility and high percentage of 
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manual processes [18]. On the same account, one 
major weakness of traditional supply chain is lack of 
flexibility; it is relatively difficult for a supply chain that 
is rooted in traditional model to make drastic changes 
when change is inevitable due to its negative impacts 
that it will bring about such as increased costs and 
reduced customer satisfaction [19]. The research [20] 
discussed that the increased demand may lead to 
higher stockouts and rationing due to insufficient 
production capacity or fixed supply arrangements. 
Also, a lack of transparency is rife in normal supply 
chains, which hinders an organization’s capacity to 
track the flow of the products and supplies. This lack of 
insight can lead to inefficiencies, delays and costs 

cutting; for example, concerns such as delayed or lost 
shipments may only discovered after the product has 
arrived with the customer, resulting into customer 
dissatisfaction and monetary loss. In addition, the 
conventional supply chain is relatively rigid in managing 
changing dynamics such as natural disasters or an 
economic recession that has a huge cost implication and 
negative impact to the organization’s reputation [21]. 
For example, the natural disaster that shuts down much 
of manufacturing such as a factory closes down supply 
chain which slows down productions.  

 

  

 

 

Figure 2: Conventional Supply Chain Management 

Source: [21] 

Further adding to these difficulties are various risks 
occurring to conventional supply chains such as 
demand volatility, geo political risks, and disasters. 
Fluctuations in consumer demand create undesirable 
conditions such as stock out conditions and conversely 
inventory conditions, political instabilities trade wars 
cause disruptions in the right of transport of goods. 
Hurricanes or any other natural disasters increase 
these problems by destroying infrastructure, slowing 
transport, and failing to supply sufficient products [22]. 
Taken together, the drawbacks and dangers of supply 
chain management as practiced in the traditional 
system require rethinking and improvement work. 

The conventional approaches of risk assessments and 
delay predictions call for the use of history and 
statistics; not enough provide the outstanding 
forecasts needed to handle emerging risks [23]. These 
populations may also take a long time to be awakened 
to respond to incidents hence can be vulnerable and 
be able to lose a lot of money. In an attempt to address 
these problems organizations are gradually beginning 
to seek better analytical technologies and approaches 
to supply chain management. Such are the adoption of 
artificial intelligence, machine learning, as well as use 
of data in increasing visibility and optimizing outcomes 
and minimizing risks. Through adoption of these  

technologies, organizations can establish strong, 
effective and adaptive supply chains capable to 
managing itself within today’s environment. 

D. The Use of Artificial Intelligence in Supply Chain 
4.0 

Application of AI can help organizations to improve 
decision-making by offering automation, optimization 
and increased control of organizational data, relying on 
large data sets [24]. The study [25] demonstrated that 
AI is instrumental in enabling primary supply chain tasks 
including demand forecasting, route management, and 
predictive maintenance. All of these applications help in 
achieving cost reduction efforts, enhancing service 
delivery, and managing risks occasioned by disruption of 
supply chains. 

Another field of supply chain management, demand 
forecasting, has relatively clear and potentially 
enormous benefits from AI models for predictions [26]. 
Unlike the former tools that have been used in 
estimating demand which can be done by using 
historical data and where analysis is again performed 
manually, was not able to capture changes of real time 
markets. Machine learning models, a type of on AI 
algorithms outperforms human derived models in this 
aspect because the data that feed into the model can in 
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real time data such as the prevailing weather, the state 
of the economy and society at that particular time [27]. 
The study [28] showed that the use of AI increases the 
accuracy of demand forecasting by 30% if compared to 
the traditional approaches. Similarly, the study [29] 
pointed to corresponding advantages of applying AI in 
stock cost optimization by improving demands’ 
prognosis. 

Another process area that has benefited from use of AI 
technology is in route optimization. Machine learning 
is then employed to forecast the precise delivery 
routes which with respect to congestion, fuels and 
delivery time [30]. In the research [31] reported that 
the use of AI for route planning and optimization 
minimized delivery time by 15% and had a 
corresponding impact on the cost of logistics by 
minimizing it by 20%. This is a major enhancement 

compared with traditional route optimization 
approaches that have dynamic problem-solving 
difficulties, such as in situations that involve changes in 
roads or weather conditions. 

Another strategic application of AI in Supply Chain 4.0 is 
predictive maintenance, as it highlights the value of 
minimizing downtime and increasing the reliability of 
equipment [32]. Other maintenance schedules are 
based on time hence resulting to either over 
maintenance or under maintenance of the assets. 
Conventional concept of condition monitoring on the 
other hand is based on causative failures and typically 
involves the use of sensor data to determine when an 
asset is likely to fail next, thus shorting the operation 
time [33].  

  

 

Figure 3: AI-Based Predictive Maintenance 

Source: [34] 

The study [34] showed that AI-based predictive 
maintenance decreased equipment failure rate in 
contrast to the reactive maintenance. However, some 
challenges still persist. Despite the AI’s advances in 
supply chains, challenges such as data quality and 
integration hinder AI effectiveness, are common 
concerns surrounding implementation among many 
organizations. Moreover, while previous works 
defined the promising applications of AI, less recent 
research is applying increasingly efforts on practical 
issues of putting such applications into effect, including 
for instance scalability and ethics. 

E. Applying Machine and Deep Learning for 
Supply Chain Risk Management 

The machine learning (ML) and deep learning (DL) have 
grown to be high-impact solutions for handling the 
problems the traditional supply chains. These 
technologies provide enhanced features of predictive 
statistics, risks assessment, and optimization that help 
various organizations to reduce risks and make better 
decisions. 

Some of the most common machine learning models 
used in supply chain risk management include Random 
Forest, Support Vector Machines (SVM), and XGBoost. 
The generated models can be applied to anticipate the  

lead time, estimate risks on the supply chain and 
improve on its working [35]. For instance, Random 

Forest can be applied to forecast demand variation and 
SVM — to conduct anomaly detection in the supply 
chain data. 

There are many works that have shown that using ML in 
supply chain planning and decision-making is beneficial. 
The study [36] showed that by adopting ML models, 
demand can be more accurately forecasted than by 
traditional forecasting methods across many products. 
Although the study [37] found that consequent ML 
algorithms can be used in helping to predict potential 
risks in the SCM, which may range from transportation 
hitches to supplier bankruptcy. 

DL which is a subfield of ML is also being used more in 
supply chain analysis. DL models such as neural 
networks, CNNs, and RNNs are capable of recognizing 
intricate patterns and dependencies in patterns, which 
is appropriate for tasks like multi-label classification 
[38]. In supply chain management, DL models can be 
employed to make forecast on delivery delays 
depending on the weather condition, mode of transport 
used and performance of suppliers. 

Sometimes DL approaches outperform the traditional 
ML models where there are complex pattern and large 
dataset. In the research [39] observed that using DL 
models enhance prediction of delivery delays in a large 
e-commerce firm as compared to ML models. However, 
its known that DL models can be computationally 
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expensive in their training process and may even need 
GPUs [40]. 

Therefore, it can be seen that ML and DL contains 
useful tools useful for handling the issues affecting the 
existing supply chain. Through the use of the 
mentioned technologies, it is possible to enhance the 
capacity of organizations to try and estimate potential 
risks, increase operational efficiency, and make 
rational decisions. That is why as more and more of 
these technologies develop, in the research can be 
sure that even more applications in the field of supply 
chain risk management will be developed. 

F. Multiple label classification issues in supply 
chain management 

The problem of handling multi-label classification 
scenarios in SCM is challenging because several labels 
are correlated and interdependent in supply chain 
management risk and return scenarios. Multi-label 
classification is different from single label classification 
dealing with cases in which multiple outcomes such as 
transport delay, stock-out, and supplier disruption are 
possible [41]. These complexities make multi-label 
classification very important in handling real time 
decisions within the supply chain. The paper [42] imply 
that multiple-label classification is significant when 
anticipating disruptions in the supply chain but claim 
that numerous dangers are not efficiently explained by 
the current frameworks. 

Consequently, the paper [43] deal with multi-label 
classification, binary relevance and one vs rest which 
enhanced the accuracy in the supply chain delay 
prediction. Nevertheless, addressing the issues related 
with the imbalanced data is always a concern. This 
problem has, however, been dealt with fairly well by 
the application of SMOTE (Synthetic Minority Over-
sampling Technique) which was endorsed in the study 
by [44] for the development of SMOTE based multi-
label models for delay prediction. 

Predictive analytics has also added another promising 
perspective to risk reduction in Supply Chain 4.0. 
Whereas previous strategies and future forecasting 
have been utilized in previous literature, the study [45] 
explained that real-time and predictive models-
oriented concepts can effectively enhance supply 
chain visibility. Other approaches related to the use of 
artificial intelligence can also be recommended 
because the fundamental elements of AI-based 
techniques have been tested experimentally in other 
cases and effectiveness was proven in terms of the 
ability to adapt to changing uncertainties more quickly 
than traditional means. 

G. Gaps in Existing Literature 

The current research focusing on delivery delay 
prediction in supply chains presents several limitations, 
concerning, for example, the application of multi-label 
predictive models and their application for real-time risk 
assessment. Despite various ML ad DL applications in 
resolute supply chain functions, many of these works 
employ single-label classification approaches for delay 
prediction. Validation of traditional approaches come 
with various assumptions that disregard how real-world 
supply chain are complex and could be subject to 
various delays [46]. The concept of the multi-label 
predictive models that enable the practice of the 
numerous outcomes simultaneously is relatively 
underdeveloped; hence, the applicability of this concept 
in dynamic world is less. 

Furthermore, while the application of AI technologies 
can improve supply chain’s flexibility and robustness, 
most of the research works are based on the analysis of 
archive data rather than monitoring risks in real-time 
manner. The research [47] highlighted the importance 
of using predictive analytics for supply chain 
management while admitting that the integration of 
real-time decision-making models may a challenging 
task because of the data quality and integration 
problems. Today’s scholarly work does not provide an 
extensive framework for integrating multi-label models 
into real-time decision-making systems. 

The future work should be oriented to utilize DL and ML 
to develop high-impact, fast-action, accurate multi-label 
predictive models for solving multiple risks at a time for 
enhancing the availability and agility of the supply chain. 

ML and DL were described in the literature as the keys 
to developing new and highly adaptive and re-
illuminated supply chain management structures with 
high risk-management features. Although currently not 
as actively investigated as single-label approaches, 
multi-label classification methods encompassed more 
accurate solutions to supply chain difficulties like 
delivery delay and disruptions. Researches focused on 
how accurate predictive analytics were and how real-
time decision making and response could be leveraged 
by AI models. Future research was suggested to 
concentrate on enhancing multi-label approaches and 
incorporating it within elaborate supply chain models. 
Companies were urged to harness sophisticated AI tools 
and approaches to improve the firm’s adaptability and 
reduce perils of operating in dynamic contexts. 

METHODOLOGY 

This work utilizes comparisons between a machine 
learning (ML) and a deep learning (DL) based models for 
multi-label delivery delay prediction. The basic 
variables, which cause delay are determined by data 
gathering and cleaning the data. To assess model 
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performance, actual, real-time datasets are used to 
identify the risk and the proposal brings enhanced 
decision making to the supply chain. 

A. Data Collection  

This data set for this research work was obtained from 
Kaggle and consist of actual logistics and supply chain 
data. It yielded 15,549 records and 41 variables which 
provide a broad perspective of numerous aspects that 
affect supply chain. They are, payment in respect of 
type of payment which indicates the methods used in 
the transactions, and profit per order which indicates 
the profitability every order. Furthermore, the dataset 
contains the daily sales per customer, which gives 
information about customer-oriented sales, beside the 
category ID and the category name, which categorizes 
products. Other attributes include geographical and 
identification indicators, including customer city, 
country, and ID number, and customer segment 
information that distinguishes between customers 
according to their intent and age. This high quality and 
multi-faceted data are ideal for performing a 
comprehensive analysis across all delivery delay 
categories and to model how specific factors play a role 
in them [48]. 

B. Proposed Architecture 

The following architecture has been proposed for the 
prediction of multiple labels of delivery delays: 
Machine learning ML: Decision tree and Random 
Forest Deep learning DL: Convolutional neural 
networks CNN and feedforward neural networks FNN. 
Every model that has been chosen in this paper has 
been done so because of its merit as found in prior 
research and applicability in solving the multi-label 
prediction problem in the supply chain. Table 3 
presents each model and how it can be justified with 
findings from previous studies; the reason behind 
selecting each model. 

1) Decision Tree 

Decision Trees can be found extensively in various 
fields including supply chain management and 
predictive modeling because of their easy 
interpretability [49]. The study [50] reported that DT 
are useful in supply chain risk management 
considering their ability to provide decision-makers 
with clear decision-making trees and risk factor 
information. In single-label classification tasks, the 
study [51] also reported Decision Trees effective for 
predicting supply chain disruptions. In this research the 
Decision Tree model stands out to set the benchmark 
given its interpretability. The hierarchical structure 
also helps locate priority factors about delays in 
delivery [geographical location, type of products]. 
While its performance decreases in multiple class 

multiple label scenario it has the advantage of being 
able to give insights into the importance of features 
during the initial stages of the detection process. 

2) Random Forest 

Random Forest is another technique that integrates 
multiple decision trees which are more effective than 
the performance of an individual tree according to the 
outcomes of numerous research [52]. The research [53] 
proposed Random Forest, which means that it has good 
generalization performance since it randomly average 
out the decision trees. This research selects Random 
Forest for its ability to deal with large numbers of 
features in the dataset. Random Forest classifies the 
delivery delays based on the combined decision paths 
which capture complex variable interdependencies such 
as customer segments with product categories, thus 
improving the model’s overall prediction. 

3) Convolutional Neural Network (CNN) 

The most popular type of neural networks, CNNs has 
been used mainly for image recognition but recently the 
use of CNNs for structured data is on the rise [54]. Study 
[55] have pointed out that CNNs can also be used in text 
classification tasks pointing out that such networks are 
capable of learning patterns in structured data other 
than images. Moreover, study [56] applied the CNNs in 
demand forecasting in supply chain and their results 
reveal the enhanced accuracies in the forecasting due to 
the capitalization of the relations both in space and 
time. CNNs are chosen for this study because participant 
CNNs can detect local relationships between customers’ 
demographics, product offering, and delivery locations. 
The capability of CNNs to process the grid-like inputs 
data make them useful in revealing hidden correlations 
making multi-label classification more accurate. In this 
paper, CNNs will be extended to handle highly 
structured supply chain data and its finer characteristics 
that motivate delivery delays. Through the use of such 
convolutional layers the model will able to detect 
transformative interactions of the variables for resulting 
in multi-label delay with better prediction capacity. 

4) Feedforward Neural Network (FNN) 

Feedforward Neural Networks (FNNs) are the simplest 
design of the Deep Learning model for structured data 
[57]. The study [58] confirmed FNNs’ presentation of 
day-to-day non-linear interaction between variables 
which make them suitable for supply chain forecasting 
and optimization. FNNs were selected for this study 
because they perform well in relation to handling of 
complex relations in multi-label prediction activities. 
FNNs on the other hand are trained using big data and 
it extracts vital patterns which are necessary for 
accurate predictions unlike other Machine Learning 
models. The FNNs will be used in this study to capture 
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such complexities between features like the number of 
sales per customer, customer’s city, and their product 
preferences since FNNs’ multi-layer architecture 
powers the modeling of non-linear complexities of 
features for better multi-label delay predictions. 

C. Data Analysis 

The data analysis is a critical stage in the process of raw 
supply chain data and generating an outlook for 
delivery delays. For this study, the dataset contains 
demographical data about customers as well as 
regarding the products like customer city, country, 
segment among others: category name, profit per 
order, payment type sales per customer, among 
others. All affect delivery outcomes and therefore 
required a careful examination of the distributions and 
interactions with the target variable-delivery delays. 

Then, the feature selection is performed based on the 
EDA in order to gather more information on the 
structure and distribution of the dataset [59]. The 
distributions of key features such as location and order 
profitability are done using descriptive statistics to look 
out for patterns or outliers that may result to delays. 
For instance, based on the visualization of the data set 
for the correlation between the customer country and 
delivery delays, the areas that are most affected by 

delivery delays for reasons such as logistics constrains 
and regulation of customs may be identified. 

Feature selection techniques are then used in an 
attempt to determine which of these variables have 
significant influences to the delay variable. Most feature 
selection methods such as Correlation analysis and 
feature importance rankings from models like Random 
Forest provide an understanding of how much 
predictive power a feature has; -therefore, it can help in 
the dimensionality problems allowing for better 
accuracy in the model. Customer city and product 
category are among the significant predictors of delay 
that we anticipate in the analysis. 

Data preprocessing comes next before removing rows 
containing missing attributes, scaling numeric attributes 
and encoding categorical features in order to feed the 
machine learning models. Last but not least, key findings 
are presented using heat maps and bar charts, 
explaining further how features in the data set 
interconnect and cause delivery delays. In conclusion, 
the data analysis phase provides a strong foundation for 
model development while also guiding the selection of 
features and architecture. 

  

 

 

Figure 4: Data Analysis Flow Chart 

RESULTS AND DISCUSSION 

This work sought to improve the accuracy of multi-
label delivery delay predictions in supply chains, using 
enhanced machine learning and deep learning models. 
This research used Decision Trees, Random Forests, 
Convolutional Neural Networks (CNN), and 
Feedforward Neural Networks (FNN) with data 
containing other attributes of the customers and the  

products needed to identify the causes of delivery 
delays. The models were then checked of their 
predictive accuracies and out of these the best method 
was selected in order to effectively deal with various 
real life like supply chain problems. The subsequent  

section of the paper outlines the analysis results, 
studies’ findings and insights. 
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Figure 5: Distribution of Profit Per Order 

From the fig 5, it is observed that the histogram 
representing profit per order has inflated mean with 
many orders being placed near to zero. This means that 
the majority of the orders are either marginally 
profitable or actually losing money, with a few 

extremes of large losses at the far left. This implies that 
there are many orders that are nearly profitable and 
some orders that may be unprofitable more analysis 
could be done to check profitability. 

  

 

 

Figure 6: Avg. Sale per Costumer by Category 

The fig 6 illustrates how sales distribution is in relation 
to different product categories. That is a major 
observation that points to a higher average in 
‘Consumer Electronics,”” indicating that it is the most 
productive category. As could see in the value of ‘Sales 
per Customer’ other categories such as ‘Fitness 
Equipment,’ ‘Golf Apparel,’ are having high values 

revealing its comparison with other categories such as 
‘Accessories,’ ‘Baseball,’ which have low values of ‘Sales 
per Customer.’ From this, we deduce that the customer 
expenditure distribution is skewed towards a few 
important groups. 

  

 

 

Figure 7: Correlation Heatmap 
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The fig 7 helps to understand how features of the 
dataset are related to each other. Gray colors mean 
negative correlation, black and white mean no  

correlation, and lighter spherical colors mean positive  

correlation. For example, the qualitative variable 
profit_per_order is positively and significantly related 
to both order_item_profit_ratio as well as sales which 
suggest that selling a greater number of orders and 
higher profit margins directly results in higher profits 

per order. Also, features such as the 
order_item_total_amount and sales, present positive 
significant correlation, thus indicating the order value as 
influenced by these features directly. Longitude and  

the order_item_quantity variables are least associated 
with most of the factors, meaning that they are least 
relevant with predictive predisposition. 

A. Comparison 

  

 

 

Figure 8: Models Acracy Compression 

The fig 8 displayed the accuracy percentages of four 
machine learning models: These include Decision Tree, 
Random Forest, Feedforward Neural Network, and 
Convolutional Neural Network. The average of 
accuracy is calculated to be 66.50% when it comes to 
Random Forest model, the model that has a high 
degree of accuracy in its predictions. Next is the 
Decision Tree whose accuracy stands at 62.57% a 

relatively decent but could be better position. The 
Feedforward Neural Network bears a lower accuracy of 
60.10 % here which shows the issues of the network to 
predict accurately. The Convolutional Neural Network 
has the lowest accuracy at 57.56% which also shows 
that generalization is a problem in this case and further 
work should be done in improving model training and 
optimization.

 

 

 

 

 

 

 

 

Table 1: Matrices Comparison 

In the evaluation of machine learning models for 
predictive analysis, four models were compared: The 
classification models include Decision Tree, Random 
Forest, Feedforward Neural Network (FNN), 
Convolutional Neural Network (CNN). The results 
reveal distinct performance characteristics among 
these models based on key metrics: Precision, Recall, 
F1 score, and Accuracy is what other languages use  

while analyzing the results of a model. 

Through this experiment, the Random Forest model 
claimed the highest accuracy at an acceptable value of 
66.5% from all the methods tested. Through this, it 
obtained a precision of 70.0 % and a recall of 73.0 % 
which means it is precise in identifying the positive cases 
but could still improve on precision. Compared to other 
algorithms Decision Tree had an accuracy of 62.6% in V2 

Model Accuracy 

(%) 

Precision 

(%) 

Recall (%) F1 Score 

(%) 

Decision Tree 62.572347 67.02938 68.826816 67.916207 

Random Forest 66.495177 70.042872 73.01676 71.498906 

Feedforward 

Neural 

Network 

60.096463 64.334204 68.826816 66.504723 

Convolutional 

Neural 

Network 

57.55627 57.55627 100 73.061224 
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and bad result in recall 68.8 and it proved to be highly 
susceptible to over fitting in case of highly complex 
datasets. 

The Feedforward Neural Network on the other hand 
had the overall accuracy of 60.1% which though 
equalized the recall of the Decision Tree. The CNN 
model had the highest recall of 100 % but the accuracy 
and precision which were 57.6% proved that the model 
tend to overfit the positive class. In summary, it might 
be said that Random Forest is characterized by the 
highest level of balance, though all the models 
introduced in this paper require further improvements 
to work as primary tools for enhanced prediction. 

DISCUSSION 

The results of this study support the claims of this 
study and determine that the Random Forest is the 
most accurate model for estimating delivery delay in 
supply chain at a rate of 66.5%. This is supported by 
prior research that has demonstrated Random Forest’s 
resilience in processing high numbered, many-
dimensional variables (Breiman, 2001; Mishra et al., 
2020). The Decision Tree model, though easy to 
interpret, has low accuracy (62.6%) and recall as 
mentioned by Mardani et al. (2017) that the model 
overfits the data in enlarged datasets. In addition, the 
Feedforward Neural Network (60.1 percent) had clues 
to the efficiency of identifying extensive patterns but 
did not exercise proficiency in extracting complex 
patterns than the Random Forest, as discovered by 
Yildirim et al., (2019). Whereas the Convolutional 
Neural Network achieved a high recall of 100%, its low 
accuracy of 57.6% indicated overfitting problems, 
which have been pointed by Kim (2014) as a potential 
drawback of using the Convolutional Neural Network 
for non-image data. In general, the Random Forest 
model is as seen above the best predictor; however, 
future studies should focus on improving the 
performance of the other models. 

CONCLUSION 

To summarize, this study focused on improving the 
multi-label delivery delay predictions in the context of 
supply chain by using Decision Trees, Random forests 
CNNs and FNNs. This showed that Random Forest 
model had the highest accuracy in compare to other 
models used in the analysis in terms of predictive tasks. 
Still, CNNs faced issues like overfitting while FNNs 
offered only moderate accuracy in case of the analyzed 
models, but all three provided meaningful information 
about potential delivery delay in light of certain 
attributes of customer and products. 

The future work should therefore be directed towards 
streamlining of these models and examination of 
various optimization procedures that will enhance the 

predictive capability of such models in real-life chain 
environment. To make the predictions more reliable, 
other data related to real time traffic, atmospheric 
conditions during the course of the day, and stock 
conditions can be integrated into the system. Further, 
research should be conducted further to derive adaptive 
products that combine some theoretical approaches 
with other models which could be much more effective. 

Practice implications are to adapt the Random Forest 
model in their functioning and provide delay predictions 
with higher accuracy, using data for model updates. 
Fresh models will also need to be put in place 
periodically as changes are likely to arise from time to 
time within supply chain environments. In sum, the 
study contributes to the literature by showing that 
specific risk factors need to be mitigated through 
applications of advanced analytics in SCM for improved 
performance. 
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